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Abstract

IMPORTANCE Various model reporting guidelines have been proposed to ensure clinical prediction
models are reliable and fair. However, no consensus exists about which model details are essential
to report, and commonalities and differences among reporting guidelines have not been
characterized. Furthermore, how well documentation of deployed models adheres to these
guidelines has not been studied.

OBJECTIVES To assess information requested by model reporting guidelines and whether the
documentation for commonly used machine learning models developed by a single vendor provides
the information requested.

EVIDENCE REVIEW MEDLINE was queried using machine learning model card and reporting
machine learning from November 4 to December 6, 2020. References were reviewed to find
additional publications, and publications without specific reporting recommendations were
excluded. Similar elements requested for reporting were merged into representative items. Four
independent reviewers and 1 adjudicator assessed how often documentation for the most commonly
used models developed by a single vendor reported the items.

FINDINGS From 15 model reporting guidelines, 220 unique items were identified that represented
the collective reporting requirements. Although 12 items were commonly requested (requested by
10 or more guidelines), 77 items were requested by just 1 guideline. Documentation for 12 commonly
used models from a single vendor reported a median of 39% (IQR, 37%-43%; range, 31%-47%) of
items from the collective reporting requirements. Many of the commonly requested items had 100%
reporting rates, including items concerning outcome definition, area under the receiver operating
characteristics curve, internal validation, and intended clinical use. Several items reported half the
time or less related to reliability, such as external validation, uncertainty measures, and strategy for
handling missing data. Other frequently unreported items related to fairness (summary statistics and
subgroup analyses, including for race and ethnicity or sex).

CONCLUSIONS AND RELEVANCE These findings suggest that consistent reporting
recommendations for clinical predictive models are needed for model developers to share necessary
information for model deployment. The many published guidelines would, collectively, require
reporting more than 200 items. Model documentation from 1 vendor reported the most commonly
requested items from model reporting guidelines. However, areas for improvement were identified
in reporting items related to model reliability and fairness. This analysis led to feedback to the vendor,
which motivated updates to the documentation for future users.
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Key Points
Question What items are collectively

requested by model reporting

guidelines and does documentation for

deployed clinical predictive models

report this information?

Findings This systematic review

combined 15 model reporting guidelines

and identified 220 distinct requested

items. A review of the documentation of

12 deployed models from a single vendor

found that the median item completion

rate was 39%, and although commonly

requested items were highly reported,

at least half of the documentation could

have provided more information on

reliability (including external validation)

and fairness.

Meaning These findings suggest that

items collectively requested by

guidelines represent a substantial

reporting burden, and additions

regarding reliability and fairness may

improve their documentation.
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Introduction

Despite good predictive performance in metrics such as the area under the receiver operating
characteristic (AUROC) curve, the use of machine learning models trained on electronic health record
data1 to guide care has not often been demonstrated to translate into measurable clinical gains in the
form of better medical care, lower cost, or more equitable outcomes,2-4 leading to a gap that has
been referred to as an “artificial intelligence (AI) chasm.”5 Some potential reasons for this chasm are
that current models are not useful,4,6,7 reliable,8,9 or fair.10-18 Nevertheless, predictive models have
frequently been deployed in health care settings without transparency or independent
validation,19,20 and their subsequent failures have occasionally been met with public outcry.2,21-23

Adhering to model reporting guidelines is one way to improve the reliability,24-28 fairness,29,30

and usefulness25,31-34 of clinical predictive models. Reporting guidelines have long been used to
assess the strength of clinical trial,35,36 observational,37 and diagnostic38 studies. Guidelines about
reporting the performance of predictive models are receiving increasing attention, including from the
National Institutes of Health,39 and several more guidelines are in development.40-42

However, limited information is available about the overlapping coverage of these varying
guidelines, making it difficult for participants in the community to understand what common set of
items should be expected, let alone which items can be reported in practice. As a result, important
information is often missing from documentation. For example, a review that examined 164 models
described in the scientific literature43 found low reporting rates of demographic variables such as
race (36%) and socioeconomic status (8%) as well as low external validation rates (12%). A critical
review of published models for diagnosis and prognosis of COVID-1944 found that most models were
at high risk of bias due to poor reporting.

The goal of this systematic review was to summarize clinical predictive model reporting
guidelines and characterize how often items are requested across guidelines. In addition, we
assessed whether the documentation for commonly deployed models provided the information
requested by model reporting guidelines. Compared with previous work,43,44 we focused on user-
facing product documentation accompanying models, which allowed us to analyze models that have
been deployed in practice and are not limited to those described in peer-reviewed publications.
Furthermore, we comprehensively measured the reporting rates of every requested item covered in
all the guidelines.

Methods

Our analysis consisted of 2 phases. We first compiled model reporting guidelines and summarized
them to identify the unique reporting items they request and analyzed the items that are the most
and least requested across all guidelines. A team of 4 reviewers (J.H.L., A.C., B.S.P., and K.E.M.) and 1
adjudicator (D.D.) then assessed a sample of model documentation to identify the items they report
as well as any gaps in reporting. We describe each of these phases in detail and provide additional
information in the eMethods in the Supplement. Through the review process we addressed the items
from the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) reporting
guideline that were applicable to this study.

Summarizing Model Reporting Guidelines
We searched MEDLINE via PubMed using queries for machine learning model card and reporting
machine learning from November 4 to December 6, 2020. We reviewed citations to find additional
publications. Finally, we excluded publications that did not give specific model reporting
recommendations.

We then gathered the set of reportable elements in these reporting guidelines and merged
similar elements into distinct, representative items to eliminate duplication. For example, “report the
intended user of the model”31 and “describe external validation strategy”24 are unique items. First,
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we identified an initial set of elements by reviewing each reporting guideline, including the
explanation and elaboration documents and AI extensions to verify that every guideline’s elements
were captured. Second, we reviewed each element and, using expert judgment, merged those that
requested the same information into the same item. We recorded each study’s phrases describing
the elements to enable a full traceback of which elements were merged into each item. Last, we
created a 1-line summary of each item to share for reviewers to reference (eAppendix in the
Supplement).

Assessing Item Reporting in Existing Model Documentation
To assess the use of this collective set of reportable items in user-facing documentation, we obtained
a convenience sample of model documentation in March 2021. We reviewed the user-facing
documentation (analogous to a drug package insert) provided by 1 vendor (Epic Systems
Corporation), which they term cognitive computing model briefs (hereafter referred to as model
briefs) (eTable 1 in the Supplement). Each model brief has a community adoption score that
represents the proportion of organizations that have used a specific model of organizations using any
model and takes values from a scale ranging from 1 to 3. We chose all models that had a community
adoption score of 2 or 3 in March 2021. The model briefs with community adoption score of 3 of 3
were the Deterioration Index,45 Early Detection of Sepsis,46 Risk of Unplanned Readmission (Version
2),47 Risk of Patient No-Show (Version 2),48 Pediatric Hospital Admissions and ED Visits,49 and Risk
of Hospital Admission or ED Visit (Version 2)50 models. The model briefs with community adoption of
2 of 3 were for Inpatient Risk of Falls,51 Projected Block Utilization,52 Remaining Length of Stay,53

Hospital Admissions for Heart Failure,54 Hospital Admissions and ED Visits for Asthma,55 and
Hypertension.56 Note that model briefs are periodically updated by the vendor, and we assessed the
most recent version available at the time of our study.

The 4 reviewers read each of the 12 model briefs and independently assessed whether they
reported information specified in the items as summarized in the eAppendix in the Supplement
(process described in the eMethods in the Supplement). Specifically, for each item, each reviewer
first determined whether the item was applicable to the model, and if it was determined to be
applicable, whether that item was reported or not reported. For example, an item such as “a link to
the clinical trial registration” was determined to be not applicable to models where documentation
does not intend to describe a clinical trial. The reviewers’ specific assessments are all available
(eAppendix in the Supplement). The reviewer then decided whether the model brief reported the
information requested in the item, recording the relevant part of the model brief supporting their
decision. Reviewers were informatics experts (J.H.L. and A.C.) and clinicians (B.J.P. and K.E.M.) who
had expertise in deployment of machine learning at our academic medical center.

The adjudicator (D.D.) then reviewed the items for which there was disagreement among
reviewers to make a final determination. The adjudicator was constrained to choose only from the
options already selected by the reviewers. The adjudicator was also a clinician with similar expertise
in deployment of machine learning models. Detailed terminology and summary statistics calculation
are provided in the eMethods in the Supplement.

Results

Items Requested by Model Reporting Guidelines
The literature search for model reporting guidelines resulted in a list of 27
publications,25,29-34,38,41,57-74 and a citation review yielded 3 additional publications.26-28 We
excluded publications that did not provide specific model reporting recommendations, yielding 15
model reporting guidelines (Table 1).24-35,57-59,74-80

These model reporting guidelines were published in computer science publications
(Proceedings of the Conference on Fairness, Accountability, and Transparency29 and Proceedings of
the 2017 IEEE International Conference on Big Data25), biomedical informatics journals (Journal of the
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American Medical Informatics Association,30 NPJ Digital Medicine,31 and Journal of Medical Internet
Research57), and clinical journals (Annals of Internal Medicine,26,75,77,80 BMJ,33,79 BMJ Open,76 Nature
Medicine,32,58 Heart,24,74 European Heart Journal,27 PLOS Medicine,28 NEJM Catalyst,34 Journal of
Clinical Epidemiology,78 International Journal of Surgery,35 and British Journal of Surgery59). Four
guidelines published between 2010 and 2015 have been cited by other articles more than 1000
times, whereas 4 guidelines were published after 2019 and have been cited fewer than 50 times
to date.

Table 1. Summary of 15 Model Reporting Guideline Papersa

Source
Abbreviation or
short title Title Journal

Total No. of
citationsb Itemsc

Schulz et al,35 2010

CONSORT-AI

CONSORT 2010 statement: updated guidelines for reporting
parallel group randomised trials

International Journal of
Surgery

11 529 68Moher et al,78 2010 CONSORT 2010 Explanation and Elaboration: updated guidelines
for reporting parallel group randomized trials

Journal of Clinical
Epidemiology

Liu et al,32 2020 Reporting guidelines for clinical trial reports for interventions
involving artificial intelligence: the CONSORT-AI extension

Nature Medicine

Moons et al,74 2012

Risk

Risk prediction models: I. Development, internal validation, and
assessing the incremental value of a new (bio)marker

Heart

1320 41
Moons et al,24 2012 Risk prediction models: II. External validation, model updating, and

impact assessment
Heart

Chan et al,75 2013

SPIRIT-AI

SPIRIT 2013 Statement: Defining Standard Protocol Items for
Clinical Trials

Annals of Internal Medicine

2952 75Chan et al,79 2013 SPIRIT 2013 explanation and elaboration: guidance for protocols of
clinical trials

BMJ

Rivera et al,33 2020 Guidelines for clinical trial protocols for interventions involving
artificial intelligence: the SPIRIT-AI extension

BMJ

Steyerberg and
Vergouwe,27 2014

ABCD Toward better clinical prediction models: seven steps for
development and an ABCD for validation

European Heart Journal 709 33

Moons et al,28 2014 CHARMS Critical Appraisal and Data Extraction for Systematic Reviews of
Prediction Modeling Studies: The CHARMS Checklist

PLoS Medicine 565 63

Collins et al,59 2015

TRIPOD

Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): The TRIPOD Statement

British Journal of Surgery

3031 86Moons et al,80 2015 Transparent Reporting of a multivariable prediction model for
Individual Prognosis Or Diagnosis (TRIPOD): Explanation and
Elaboration

Annals of Internal Medicine

Cohen et al,76 2016 STARD STARD 2015 guidelines for reporting diagnostic accuracy studies:
explanation and elaboration

BMJ Open 711 55

Luo et al,57 2016 Guidelines Guidelines for Developing and Reporting Machine Learning
Predictive Models in Biomedical Research: A Multidisciplinary View

Journal of Medical Internet
Research

244 49

Breck et al,25 2017 ML test score The ML Test Score: A Rubric for ML Production Readiness and
Technical Debt Reduction

Proceedings of the 2017 IEEE
International Conference on
Big Data

68 34

Wolff et al,77 2019

PROBAST

PROBAST: A Tool to Assess the Risk of Bias and Applicability of
Prediction Model Studies

Annals of Internal Medicine

284 55
Moons et al,26 2019 PROBAST: A Tool to Assess Risk of Bias and Applicability of

Prediction Model Studies: Explanation and Elaboration
Annals of Internal Medicine

Mitchell et al,29 2019 Model Cards Model Cards for Model Reporting Proceedings of the Conference
on Fairness, Accountability,
and Transparency

311 49

Sendak et al,31 2020 Model facts labels Presenting machine learning model information to clinical end users
with model facts labels

NPJ Digital Medicine 14 37

Hernandez-Boussard
et al,30 2020

MINIMAR MINIMAR (MINimum Information for Medical AI Reporting):
developing reporting standards for artificial intelligence in health
care

Journal of the American
Medical Information
Association

18 28

Norgeot et al,58 2020 MI-CLAIM
checklist

Minimum information about clinical artificial intelligence modeling:
the MI-CLAIM checklist

Nature Medicine 24 40

Silcox et al,34 2020 Trust and value
checklist

AI-Enabled Clinical Decision Support Software: A “Trust and Value
Checklist” for Clinicians

NEJM Catalyst 2 26

Abbreviations: ABCD, alpha calibration-in-the-large, beta calibration slope, C statistic,
decision-curve analysis; AI, artificial intelligence; CHARMS, Checklist for Critical Appraisal
and Data Extraction for Systematic Reviews of Prediction Modelling Studies; CONSORT,
Consolidated Standards of Reporting Trials; MI-CLAIM, Minimum Information About
Clinical Artificial Intelligence Modeling; ML, machine learning; PROBAST, Prediction
Model Risk of Bias Assessment Tool; SPIRIT, Standard Protocol Items: Recommendations
for Interventional Trials; STARD, Standards for Reporting of Diagnostic Accuracy.

a We included the explanation and elaboration papers for CONSORT, SPIRIT, TRIPOD,
and PROBAST. For CONSORT and SPIRIT, we also included the AI-specific extensions.
We grouped risk prediction models II with the risk prediction models I.

b Sums the citations for each report, excluding the explanation and elaboration papers
as of May 2021.

c Indicates the number of deduplicated items sourced from that guideline.
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Of the 15 reporting guidelines, 11 had examples of how to complete their requested
items.25-27,29-31,38,74,78-80 However, only 5 showed a full example completing all items for a single
model,27,29-31,74 and only 1 of those models had actually been deployed at a health system.31,81

After deduplication, 220 distinct items were requested across the reporting guidelines
(eAppendix in the Supplement). A cross-tabulation of the 220 items against the 15 reporting
guidelines is provided in eTable 2 in the Supplement. For example, the Transparent Reporting of a
Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) reporting guideline
has more items requesting details on preprocessing,59 whereas the Minimum Information About
Clinical Artificial Intelligence Modeling (MI-CLAIM) has more items requesting details for model
examinations.58

Table 2 summarizes the model reporting guidelines in terms of the number of items that map
to each stage in the creation and evaluation of a machine learning model (Figure 4 in Jung et al7). For
example, Model Cards29 contributes the most items to fairness in model development (n = 29),
whereas model facts labels (n = 10)31 or Consolidated Standards of Reporting Trials (CONSORT)-AI (n
= 10)32 contribute the most items to use case assessment.

Table 3 lists the items requested by at least 10 of the 15 reporting guidelines. The most
commonly requested items relate to tasks, such as preprocessing, handling missing data, model
performance including handling of uncertainty (eg, CIs, statistical significance) or AUROC, and
internal validation. A total of 28 distinct performance metrics were requested (eTable 3 in the
Supplement), including AUROC, sensitivity, positive predictive value, and calibration plot.

Finally, 77 items were requested by just 1 reporting guideline (eTable 4 in the Supplement).
Twelve of the items were model performance metrics such as the F score. The ML Test Score had 20
unique items related to model deployment and monitoring, such as the model updating process.
CONSORT-AI and Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT)-AI

Table 2. Model Reporting Guidelines With Their Items Mapped Onto Different Stages in the Creation and Evaluation of a Machine Learning Model to Guide Care

Model reporting
guideline

No. of items that map to each stagea

Use case
assessment

Model
Practical
feasibility

Utility
assessment

Deployment
design

Execution of
workflow

Model
monitoring

Prospective
evaluationFormulation Development

Development:
fairness

Model cards 8 5 29 9 1 0 0 0 0 0

Model facts labels 10 7 9 0 1 1 0 0 2 1

Guidelines 7 6 31 1 0 1 0 0 1 0

MI-CLAIM 4 3 29 3 0 1 0 0 0 1

MINIMAR 4 4 18 5 0 0 0 0 0 0

TRIPOD 7 9 53 1 0 3 0 0 3 2

CONSORT-AI 10 3 23 6 1 0 0 0 2 19

SPIRIT-AI 9 3 17 1 2 0 0 0 2 18

Trust and value checklist 4 0 9 0 2 1 0 0 4 2

ML test score 0 0 12 4 1 0 0 2 17 0

Risk 2 4 24 0 0 1 0 0 2 6

STARD 8 2 37 6 0 1 0 0 0 0

ABCD 1 3 27 0 0 1 0 0 0 0

CHARMS 5 9 42 1 2 0 0 0 1 4

PROBAST 4 6 41 0 1 1 0 0 1 0

Total 14 14 104 10 5 4 0 2 19 25

Abbreviations: ABCD, alpha calibration-in-the-large, beta calibration slope, C statistic,
decision-curve analysis; AI, artificial intelligence; CHARMS, Checklist for Critical Appraisal
and Data Extraction for Systematic Reviews of Prediction Modelling Studies; CONSORT,
Consolidated Standards of Reporting Trials; MI-CLAIM, Minimum Information About
Clinical Artificial Intelligence Modeling; MINIMAR, Minimum Information for Medical AI
Reporting; ML, machine learning; PROBAST, Prediction Model Risk of Bias Assessment
Tool; SPIRIT, Standard Protocol Items: Recommendations for Interventional Trials;

STARD, Standards for Reporting of Diagnostic Accuracy; TRIPOD, Transparent Reporting
of a Multivariable Prediction Model for Individual Prognosis or Diagnosis.
a Stages are listed in Figure 4 of Jung et al.7 Each cell contains the number of items

contributed by the relevant model reporting guideline toward a given stage of the
workflow (columns).
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had a combined 21 clinical trial–specific items, which mostly did not apply to Epic System
Corporation’s model briefs.

Reporting of Items by Model Briefs
Interrater agreement on assessments of item reporting was 76% (for all pairs of reviewers, and every
item of a given model brief). Of 220 items, 176 (80%) were applicable to at least 1 model brief. Of
these, 119 items (68%) were reported by at least 1 model brief. Model briefs reported a median of
39% (IQR, 37%-43%; range, 31%-47%) of applicable items (eTable 5 in the Supplement). After
excluding items corresponding to performance metrics—to avoid penalizing model briefs for not
reporting multiple, nearly redundant performance metrics—the median completion rate for
applicable items was 43% (IQR, 41%-48%; range, 33%-52%). Overall, items had a median reporting
rate across model briefs of 25% (IQR, 0-83%; range, 0-100%).

Forty items were reported by more than 90% of the model briefs (eTable 6 in the Supplement).
These commonly reported items include information about model development and formulation,
specifically the training data set, preprocessing, model type, internal validation, and performance
metrics. These items include 9 of the 12 most commonly requested items by the reporting guidelines
(Table 3). All 12 model briefs reported the following use case–related items: how the model is to be
used in clinical care, who will use the model, ways the model could impact clinical care, and rationale
for use.

Seventy-five items were reported by fewer than 10% of the model briefs (eTable 7 in the
Supplement). These items included missing data statistics, blinding of predictor and/or outcome
assessors, variability of performance measures (eg, CIs), reporting of model coefficients or most
predictive features, model examinations including performance errors and intersectional subgroup

Table 3. Commonly Requested Items Across Reporting Guidelines

Item descriptiona

No. of reporting
guidelines requesting
the item Taskb Stagec

Reporting
rate, %d

Provide any description of
the data set (eg, training or study)
in question

12 Data composition Model
development

100

Define the output or outcome
produced by the model

10 Data composition:
output

Model
formulation

100

Define the specific local area,
environment, or setting of training
data and model deployment

10 Study design and/or
population

Use case 100

Describe how data were
preprocessed (eg, data cleaning,
predictor transformation, outlier
removal, predictor coding)

10 Preprocessing and
data cleaning

Model
development

100

Desribe how missing data
were handled

10 Preprocessing and
data cleaning

Model
development

50

Describe parameters used to train
and select models, including
constraints and penalties added as
loss terms (eg, shrinkage penalties)

10 Model building Model
development

58

Provide CIs, statistical significance,
or some other handling of
uncertainty and variability in model
performance metrics

10 Model performance
and comparison

Model
development

0

Clarify what type of validation
was performed, whether internal
or external

11 Validation Model
development

100

Describe internal validation
strategy to account for model
optimism (eg, cross-validation,
bootstrapping, data splitting)

11 Validation Model
development

100

Describe performance measures 13 Metrics Model
development

100

AUROC (C index) 11 Metrics:
discrimination

Model
development

100

Describe how the ML model should
be used in clinical context

11 Intended use Use case 100

Abbreviations: AUROC, area under the receiver
operating characteristic curve; ML, machine learning.
a Lists all items requested by at least 10 model

reporting guidelines.
b Indicates the item’s related task.
c Indicates stage of clinical predictive model

development.7

d Indicates the percentage of the model briefs that
reported the information requested in the item,
where the denominator is the number of model
briefs for which the item was applicable.
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analyses, user-facing materials and warnings on when to stop use of model, and monitoring of input
data and model predictions. In addition, of 28 distinct performance metrics requested, only AUROC
(100%), positive predictive value (67%), and sensitivity (42%) were reported by more than one-fifth
of the model briefs (eTable 3 in the Supplement).

Adherence to Entire Reporting Guidelines by Model Briefs
Table 4 shows the adherence rates to individual reporting guidelines, which is the model briefs’ mean
completion rate of items requested by each reporting guideline. Model reporting guidelines had a
median adherence rate of 53% (IQR, 50%-63%; range, 18%-74%). The ML Test Score had the lowest
median adherence rate (18% [IQR, 11%-25%]), whereas Model Facts Labels had the highest (74%
[IQR, 71%-80%]). After excluding items corresponding to performance metrics as before, the
median adherence rates remained similar, at 57% (IQR, 50%-70%; range, 16%-73%).

Requested But Less Reported Items
We identified 29 items that were requested by at least 4 of 15 reporting guidelines but were reported
by 50% or fewer of model briefs (Table 5). Many of these less-reported items are related to measures
of reliability. These include performance of an external validation (33%) and CIs or statistical
significance in model performance metrics (0). There was also low reporting of statistics on the
amount of missing data (8%) and how missing data were handled (50%). In addition, there was less
reporting on items related to fairness (eg, data set representativeness and performance across
subgroups). These include summary statistics of key characteristics of the training data set (reporting
rate, 50%) or disaggregating performance by a subgroup (33%). Demographic factors such as age
(50%), sex (33%), and other relevant factors (50%) lacked both summary statistics and
disaggregated performance. Furthermore, there was low reporting of guidance on how to deploy the
machine learning model into a clinical workflow (33%), what user-facing materials there will be with
the model (0), and how models are updated (42%). Last, some items related to transparency were
provided less often, including model coefficients (8%), who funded the study (which might be
relevant for conflict of interest purposes) (0), and how to access the data set (0).

Discussion

The research community has published many model reporting guidelines with the goal of improving
the transparency of prediction models for informed decisions about which models to deploy.
However, among 15 reporting guidelines, 220 items are collectively requested, which is both
burdensome for model developers to report in their entirety and overwhelming for an end user. We
found that documentation examined consistently reported the most requested items from this
collective set, but overall a median of 39% of applicable items could be reported. This discrepancy
underscores the urgent need to identify items that are both feasible to report in practice and
necessary to support a decision to deploy a given clinical prediction model. Adhering to a single
model reporting guideline may be insufficient because no single guideline is fully comprehensive, and
some items may be familiar only to certain model development communities or have only recently
been recognized as relevant. Our approach identified patterns in terms of frequently requested items
across guidelines and corresponding gaps in reporting that inform the following suggestions on
reporting model information for both the research community and model developers.

For model developers, we suggest prioritizing reporting of the most commonly requested items
(Table 3). Model briefs were excellent at reporting these: 9 of the 12 most commonly requested items
had 100% reporting rates. These included information on model development and use, such as the
outcome definition, and how the model is intended to be used. These commonly requested items—
which tend to be about model performance—are not always the most important for making a
decision for deployment and do not inform us whether a model will be useful.7,82
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These 12 commonly requested items are only a subset of what guidelines consider important to
report. Therefore, we suggest additional focus on items that were requested but were not often
reported (Table 5), such as items related to reliability: external validation, data missingness, and
monitoring. Specific example items include external validation strategy, uncertainty measures such
as CIs, calibration plots, performance comparison against a baseline, missing data statistics and
strategy of missingness handling, how models are updated and tuned, and methods for monitoring
input data or regressions in prediction quality in newer data. We further suggest reporting items
related to fairness (in this interpretation, referring to data set representativeness and model
performance for subgroups) and transparency, which were also often requested but not reported
(Table 5). For fairness, model documentation should report summary statistics or disaggregated
performance by sex, age, race and ethnicity, and other relevant attributes, as well as the results of
subgroup and intersectional analyses. We acknowledge this is a limited view of fairness (which is

Table 5. Requested but Less-Reported Itemsa

Item description
Reporting
rate, %

No. of model briefs No. of model reporting
guidelines requesting
the itemApplicable Reporting

Specify who funded or supported the study and clarify any conflicts of interest 0 10 0 4

Provide information on how to access the data used 0 12 0 4

Provide statistics on the amount of missing data 8 12 1 5

Given the problem context, describe what factors or subgroups would be helpful to perform a subanalysis
of model performance evaluation (eg, demographics, environment, lighting); these factors do not have to
be available in the data

42 12 5 5

Provide summary statistics of key demographics, characteristics, or other factors for the data
set in question

50 12 6 6

Discuss age as an important demographic factor to report summary statistics on or disaggregate
performance by

50 12 6 4

Discuss sex as an important demographic factor to report summary statistics on or disaggregate
performance by

33 12 4 4

Discuss other factors for the prediction problem to report summary statistics on or disaggregate
performance by (eg, sex, sexual orientation, Fitzpatrick skin type, socioeconomic status, geographic
location, presenting symptoms, clinical signs, laboratory values, and other diagnoses)

50 12 6 4

Provide flowchart describing how participants were interacted with, assigned, and followed up in the
study (especially in clinical trials)

0 12 0 5

Describe the annotation process of the input data, including who annotated the input data, what
instructions they were given, and what expertise was needed

18 11 2 4

Describe blinding of data collectors and predictor assessors to outcomes, if done 0.0 9 0 4

Describe the annotation process of the output data, including who annotated the output data, what
instructions they were given, and what expertise was needed

27 11 3 7

Describe blinding of outcome assessors to predictors of the model, if done 0 9 0 7

Describe how missing data were handled 50 12 6 10

Indicate whether feature selection involved computing univariate associations between input features
and outcomes (not recommended)

18 11 2 4

Provide CIs, statistical significance, or some other handling of uncertainty and variability in model
performance metrics

0 12 0 10

Provide sufficient information to enable reproducibility or replication 0 12 0 7

Report model coefficients (regression) or saliency map 8 12 1 7

Disaggregate performance by subgroup or other important data slice 33 12 4 8

Describe external validation strategy and evaluation data set (eg, what external data set was used), ways
it may differ from the training set (eg, geography, time), and why the data set was chosen

33 12 4 9

Provide calibration plot 0 12 0 6

Provide negative predictive value 17 12 2 6

Provide sensitivity, ideally at a predefined probability threshold 42 12 5 9

Provide specificity, ideally at a predefined probability threshold 8 12 1 8

Net reclassification improvement 0 12 0 5

Specify directions, explanations, and other user-facing materials that will be included in the model 0 12 0 9

Guidance on how to deploy the machine learning model into clinical workflows 33 12 4 7

Indicate which version of the model is being discussed 45 11 5 6

Describe how models are updated or locally tuned 42 12 5 8
a All items requested by 4 or more model reporting guidelines but reported by no more than 50% of applicable model briefs are listed.

JAMA Network Open | Health Informatics Assessment of Adherence to Reporting Guidelines by Commonly Used Prediction Models

JAMA Network Open. 2022;5(8):e2227779. doi:10.1001/jamanetworkopen.2022.27779 (Reprinted) August 19, 2022 9/16

Downloaded From: https://jamanetwork.com/ by a Stanford University Medical Center User  on 09/12/2022



becoming better defined by a dedicated field of scholarship)83 and that items must be contextualized
depending on how the model is used and how the data are collected. For example, biased outcome
measurement would not be surfaced by subgroup analyses of performance.6 For transparency, we
suggest reporting model coefficients, model reproducibility, how to access the data set, and who
funded the study, which might be relevant for conflict of interest purposes. That these items were
rarely reported in the documentation may be unsurprising given that companies have to protect
intellectual property such as model architecture details and coefficients, although there is increasing
pressure to demonstrate external validation.19,84

We suggest that the research community directly engage model developers and information
technologists to ensure that published recommendations are feasible to follow and relevant for
deployment decisions. As a positive development, dialogue with Epic Systems Corporation’s data
science team based on the article’s preprint led to updates to model briefs to include CIs for
performance metrics, information about the missing data imputation strategy used, and additional
details about algorithm types including, where applicable, parameters used in grid search and type of
penalization.47,85,86 Such interactions, but occurring at a larger scale, are necessary to bridge the
implementation gap by ensuring developers are providing the most relevant and necessary
information about their models.

Because many model reporting guidelines29-31,34,58 aim to support model developers and users,
we think recommendations are applicable to model briefs and there is a need for an open forum for
bidirection conversation. In eTable 2 and the eAppendix in the Supplement, we group the 220 items
by task to enable conversation about which additional items are relevant. Finally, we suggest that
deployment teams use items as checklists for ensuring quality in model development, usefulness,
workflow capacity, and reliability monitoring25 and that teams review items at project
initiation time.87

Limitations
This study has several key limitations. First, we analyzed model documentation from only a single
vendor, Epic Systems Corporation. Documentation for models at other vendors, such as the Cerner
model for patient volume,88 could also be analyzed through this framework. Also, to respect
copyright, we were not able to release the sections of the model brief that our reviewers used to
justify when an item was reported. In addition, although reviewers worked independently, future
work could improve on our process for adjudication. Interrater agreement of 76% suggests
opportunities to improve reporting. Items that lacked consensus across all model briefs (eTable 8 in
the Supplement) often required subjective judgments, such as whether certain items applied if the
model brief was not a research study (eg, “Describe how participants were enrolled or recruited into
the data” or “Describe the design of the study that was used to collect the data”). Others involved
judgments about what reporting was sufficient, such as “Discuss any limitations and caveats of the
study.” Methods to assess reporting adherence could be made more consistent and specific through
more granular rubrics for third-party reviewers (eg, “partially provided” or “don’t know” categories).

Our findings should be interpreted with caution because our deduplication process may mask
certain differences among guidelines (eg, some guidelines provide explicit instructions and
examples, whereas others merely call for reporting). We also caution against overinterpreting the
completion rate across all items, because items are not exchangeable entities. Two items such as
“missing data statistics” and “sensitivity” provide different information, so we recommend
considering the completion of individual items when possible. In addition, we were unable to directly
assess which items are useful for making deployment decisions, so not every item may be equally
important to report. Last, to provide an upper bound on the quality of reporting, reviewers were
instructed that in situations for which they were uncertain how to score a particular item, to err on
the side of affirming that the item was addressed. For example, we gave credit for “describe how
models were tested in a new setting before deployment” for statements that simply stated to contact
a support representative to validate the model.
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Conclusions

Model reporting guidelines have been developed to ensure that deployed clinical predictive models
are reliable and fair. Although many have been published, to our knowledge they have not been
gathered and analyzed in aggregate. In this study, we compile reportable items from 15 reporting
guidelines and found that guidelines collectively request 220 distinct items. Such a wide breadth of
items collectively poses a large reporting burden for model developers. To provide a snapshot of
reporting quality for deployed models, we examined the 12 most adopted models from a single
widely used health vendor. We found that the documentation reports the most commonly requested
items. However, the documentation could provide more information on reliability, transparency, and
fairness. Direct engagement with the vendor led to improvements in their documentation for future
users. Overall, there is a need for better prioritization of items to report for predictive models in
health care and thereby aid informed decisions about which models to deploy.
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