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“We propose model cards as a step towards the responsible 
democratization of machine learning and related artificial intelligence 
technology, increasing transparency into how well artificial 
intelligence technology works.” 

- Margaret Mitchell, …, Timnit Gebru, et al. 2019
Model Cards for Model Reporting

They have been leading voices for fairness in AI, and were 
unjustly fired by Google in 2019 for raising concerns about 
harms of AI, including environmental/financial harms and harms 
toward Black people and women.

“Audits are evaluations with an expectation for accountability.” 

- Inioluwa Deborah Raji, 2022
It’s Time to Develop the Tools We Need to Hold Algorithms Accountable

https://arxiv.org/pdf/1810.03993.pdf
https://foundation.mozilla.org/en/blog/its-time-to-develop-the-tools-we-need-to-hold-algorithms-accountable/


● Deployed AI models in healthcare systems have been found 
to be unreliable and unfair

Introduction

Khetpal 2021

Obermeyer 2019

https://www.fastcompany.com/90641343/epic-deterioration-index-algorithm-pandemic-concerns
https://pubmed.ncbi.nlm.nih.gov/31649194/


● 15 Model Reporting Guidelines published since 2012 (!)
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● 15 Model Reporting Guidelines published since 2012 (!)
○ Only 1 completed for a model in use for a health system

● We assessed if commonly used Epic models adhere to the 
guidelines
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● Low reporting of items related to:
○ Reliability

■ External Validation (33%)
■ Confidence Intervals (0%)
■ Calibration Plots (0%)

○ Fairness
■ Summary Statistics: Sex (33%), Ethnicity/Race (33%)
■ Subgroup Analyses (33%)

● How hard is it to report these for a model in use?

Introduction

Lu 2021 (in review)

https://www.medrxiv.org/content/10.1101/2021.07.21.21260282v1


Models

Epic End-of-life Index Stanford Hospital Medicine ACP Model

Input: 46 features 
(age, sex, insurance status, comorbidities, 
medications)

Input: 13189 features
(age, sex, lab orders, procedure orders)

12-month mortality 12-month mortality

Logistic regression Gradient Boosted Tree

All patients within health system Hospitalized patients

How hard is it to do a reliability and fairness audit for 
Advance Care Planning models?



Study Design



Fairness Audit: Epic EOL High Threshold in Inpatient Oncology
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Caveat: all results are probably wrong 

● Does EMR = self-identified 
race/ethnicity at Stanford 
Famly Medicine? (Nhan 2021)

○ 100% Misclassification 
Rate for Hispanic/Latinx 
patients (23)

○ 37% Misclassification 
rate overall (147)

● Similarly findings in Optum, 
Healthcare Cost Utilization 
Project (Polubriaginof 2021)

https://stfm.org/conferences/1024/sessions/6969
https://academic.oup.com/jamia/article/26/8-9/730/5542028?login=true


What is required to perform a reliability/fairness audit of a model?

● Clinician Labels
● Model Predictions
● Linking Clinicians with Relevant Patients
● [Fairness] Patient Demographics
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Relationships with Clinicians
Model Access

Person Table (STARR-OMOP)
Visits, Patient Panels
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